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  Abstract: key message
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• LensNet: machine learning pipeline to work after AlertFinder, replacing manual 
inspection for vetting. Multibranch RNN architecture, evaluate time-series flux data 
with diagnosis parameters → classification accuracy ~ 87.5%

1. Background: microlensing and similar works 

2. KMTNet: survey details, alert finding and preparation of the data 

3. Recurrent Neural Networks (RNNs): theory and applications 

4. LensNet: architecture, training 

5. Results and prospects

Outline of this talk



1  Introduction: microlensing, exoplanets
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1  Introduction: similar works
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• Real-time alert detection (vs. postseason detection): alert microlensing events as 
early as possible for follow-up observations, defined as “smoothly increasing in 
brightness above the baseline level”

≈ 98% of single-lens events,
80–85% of binary-lens events.

• ML applied to postseason detection: 

- Wyrzykowski et al. (2015): OGLE-III, random forest 
- Chu et al. (2019): UKIRT, random forest 
- Boone (2019): simulated LSST data, gradient-boosted decision trees 
- Mróz (2020): OGLE-III and -IV, convolutional neural networks (CNNs)* 
- Husseinniova et al. (2021): VVV data, decision trees 

  

• Random forest applied to real-time detection: Godines et al. (2019, simulated light 
curves), Gezer et al. (2022, Gaia+ data)



2  KMTNet: survey details
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- Three 1.6m telescopes ~ 24h coverage 
- BVI filters, field of view of 2x2 degrees 
- 500 million stars per night 
- Active since 2014 (Kim et al. 2016)

From KMTNet website

Cerro-Tololo Inter-
American 
Observatory (CTIO)

South African 
Astronomical 
Observatory (SAAO)

Siding Springs 
Observatory (SSO)
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2  KMTNet: AlertFinder and new pipeline
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2  KMTNet: preparation of the data
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"Maybe": candidate was identified 
as a possible event during the light 
curve review but deemed to be a 
false positive after examining the 
images
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2  KMTNet: preparation of the input data
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Following steps to ensure robustness, good 
convergence and accuracy: 
  

- Time relativisation: relative to tlast 
- Outlier removal: data that deviates from the 

overall trend 
- NaN handling: removed 
- Fitting the ascending data (AlertFinder) 
- Standardisation: normalize the data by 

subtracting the mean and dividing by the 
standard deviation 

- Padding: append zeros to the beginning of 
each sequence



3  Recurrent Neural Networks (RNNs)
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• Class of neural networks that allow previous outputs to be used as inputs while 
having hidden states. Convolutional NNs are feedforward only  

• RNNs allow to operate over sequence of vectors (in the input, output or both). It is 
ideal for time-series data, to model temporal patterns (e.g. correlated noise) 

• CNNs for spatial information (e.g. images), RNNs for temporal and sequential data 
(e.g. text, videos, NLP, language translation, image captioning)

By Frank Rosenblatt, 1961

From Wikipedia (fdeloche)



3  Recurrent Neural Networks (RNNs)
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• RNNs share the same weight within each layer, the weights are adjusted through 
backpropagation and gradient descent. Cost ↔ gradients ↔ update weights 

• Common activation functions: sigmoid function, hyperbolic tangent* (Tanh), 
Rectified Linear Unit (ReLU)

From IBM website
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• RNNs share the same weight within each layer, the weights are adjusted through 
backpropagation and gradient descent. Cost ↔ gradients ↔ update weights 

• Common activation functions: sigmoid function, hyperbolic tangent* (Tanh), 
Rectified Linear Unit (ReLU) 

• Problems: unstable gradients (vanishing vs. exploding), long-term memory doesn’t 
work well → types: bidirectional RNNs, long short-term memory* (LSTM), gated 
recurrent units (GRUs), encoder-decoder

From “Towards Data Science”
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• RNNs share the same weight within each layer, the weights are adjusted through 
backpropagation and gradient descent. Cost ↔ gradients ↔ update weights 

• Common activation functions: sigmoid function, hyperbolic tangent* (Tanh), 
Rectified Linear Unit (ReLU) 

• Problems: unstable gradients (vanishing vs. exploding), long-term memory doesn’t 
work well → types: bidirectional RNNs, long short-term memory* (LSTM), gated 
recurrent units (GRUs), encoder-decoder  

• Keras is a popular implementation, integrated into TensorFlow Python library 

• IBM website: The use of RNNs is declining but it is not obsolete. Transformer models 
such as BERT (pre-trained bidirectional transformer) and GPT (generative pre-trained 
transformer) can capture long-term dependencies more effectively, are easier to 
parallelise and perform NLP better.
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3  Recurrent Neural Networks (RNNs) From Medium website

(Carolina Bento)

ADS search for “RNN” or “Recurrent 
Neural Network” in the abstract. Filtered by 
refereed papers, sorted by citation count



4  LensNet: RNN architecture
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4  LensNet: RNN architecture
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The authors applied in this work: 
  

• TensorFlow (Abadi et al. 2015) 
• 4 NVIDIA A100s GPUs, 128 CPU cores, 100 GB of RAM 
• Adam optimiser (Kingma 2014) 
• Different loss functions for each type of classification (Mao et al. 2023): 

- Binary Cross-Entropy (Yes+Maybe vs No) 
- Categorical Cross-Entropy (Yes vs Maybe vs No) 
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5  Results: category accuracy (2 vs. 3 classes)
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5  Results: threshold and prospects
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- LensNet will possibly be integrated to work with AlertFinder, avoiding manual vetting 
- Different thresholds used: 0.45 (87.5%) vs. ~1.0 (99.7%) 
- Second stage to check difference imaging (de Beurs in prep.), more memory allocation


